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With 90,000 daily flights, improvements 
in aircraft performance has a huge impact



Beginner’s Guide to Aviation Efficiency: Page 5

History of fuel efficiency

The aviation industry has come to measure its technical 
progress in the increasing efficiency of its aircraft and 
engines. Fuel is one of the highest cost items of an airline 
operation and oil prices are volatile. Therefore, when an 
airline decides to buy new equipment, fuel consumption is 
one of the first things it looks at. There is also a direct link 
between reduced fuel use and environmental performance 
– each tonne of fuel saved means approximately  
3.15 tonnes fewer CO2 emissions.

The most direct way for an airline to improve its fuel 
efficiency is to modernise its fleet with new aircraft 
incorporating the latest available technology.

Historic trends in improving efficiency levels show that 
aircraft entering today’s fleet are around 80% more fuel 
efficient than they were in the 1960s. These efficiency 
levels have been achieved with step changes in design 
– such as the introduction of turbofan engines with 
increasingly high bypass ratios (see page 10) – coupled 
with year-on-year ‘incremental’ improvements to engine 
design and operation. 

In the mid-1970s, fuel conservation was further enhanced 
with the development of flight management systems 
which automatically set the most efficient cruise 
speed and engine power settings based on fuel and 
other operational costs involved. More recently, airlines 
have undertaken a range of operational, maintenance 
and planning procedures to ensure that their current 
technology aircraft are flying to their optimal levels  
of efficiency. 

Fuel efficiency in action
The world’s most widely used jet aircraft is the Boeing 737. The first commercial version, the Boeing 737-100, took 
to the skies for the first time in 1967 and could carry 124 passengers over 2,775km with a total payload of 12,701kg.  
A recent version, the 737-800, can carry 48% more passengers 119% further with a 67% increase in payload, 
while burning 23% less fuel – or 48% less fuel on a per-seat basis. 

The latest generation Airbus A320 is around 40% less expensive – and more fuel-efficient – to operate than 
the aircraft it replaced. In fact, Airbus spends $265 million per annum on research and development in further 
improving the efficiency of the A320 family of aircraft. In the coming years, further improvements will be  
made to narrow body aircraft efficiency in the Boeing and Airbus models, as well as new developments  
from Bombardier (the CSeries) and Embraer’s E-Jet family.
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The 737 is equivalent to 2 people in a Prius
…but over 8x faster

Boeing 737-800 vs. Toyota Prius
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• Highly-flexible high aspect ratio wings

• Unknown design space and interdisciplinary trade-offs

• High risk

The next generation of aircraft demands 
even more of the design process



Want to optimize both aerodynamic shape and
structural sizing, with high-fidelity
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1. Computational costly to 
evaluate objective and 
constraints

2. Multiple highly coupled 
systems 

3. Large numbers of design 
variables, design points and 
constraints

3 major challenges
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Gradient-based optimization is the only hope 
for large numbers of design variables
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methods reflect in their better ability to find global minimum. As the increasing of problem size, gradient
methods tends toward the local minimum while non-gradient methods can still find the global minimum.
However, consider their performance at high dimension, we cannot take fully use of this advantage.
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Gradient-based optimization requires 
gradient of objective and Jacobian of constraintsAnalytic methods I

min
x2Rn

f (x , y(x))

s.t. h(x , y(x)) = 0
g(x , y(x))  0
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y : state variables, determined implicitly by solving R(x , y(x)) = 0
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Methods for computing derivatives
Monolithic
Black boxes
input and outputs

Analytic
Governing eqns
state variables

Direct

Algorithmic 
differentiation
Lines of code
code variables

Complex-step

Finite-differences

Adjoint

Forward

Reverse

Analytic methods I

Need df/dx (and also dh/dx , dg/dx),

df

dx

=
@f

@x

+
@f

@y

dy

dx

Derivative of the governing equations:

dR

dx

=
@R

@x

+
@R

@y

dy

dx

= 0 ) @R

@y

dy

dx

= �@R

@x

Substitute result into the derivative equation

df

dx

=
@f

@x

� @f

@y

� dy/ dx

z }| {
@R

@y

��1 @R

@x

| {z }
 

adjoint vector

Derivatives

df

dx

j

=
f (x

j

+ h)� f (x)

h

+O(h)

df

dx

j

=
Im

⇥
f (x

j

+ ih)
⇤

h

+O(h2)

Derivatives

df

dx

j

=
f (x

j

+ h)� f (x)

h

+O(h)

df

dx

j

=
Im

⇥
f (x

j

+ ih)
⇤

h

+O(h2)

with the observed slope of 1, whereas the complex-step formula
has second-order convergence, which agrees with the slope of 2 in
the plot.

D. Algorithmic Differentiation

AD, also known as computational differentiation or automatic
differentiation, is a well-known method based on the systematic
application of the differentiation chain rule to computer programs
[52,53]. Although this approach is as accurate as an analytic method,
it is potentially much easier to implement because the imple-
mentation can be done automatically. To explain AD, we start by
describing the basic theory and how it relates to the unifying chain
rule (9) introduced in the preceding sections.We then explain how the
method is implemented in practice and show an example.
From theADperspective, the variables v in the chain rule (9) are all

of the variables assigned in the computer program, denoted t, andAD
applies the chain rule for every single line in the program. The
computer program can thus be considered a sequence of explicit
functions Ti, where i ! 1; : : : ; n. In its simplest form, each function
in this sequence depends only on the inputs and the functions that
have been computed earlier in the sequence, as expressed in the
functional dependence (1).
Asmentioned in Sec. IV.B, for this assumption to hold, we assume

that all of the loops in the program are unrolled. Therefore, no
variables are overwritten, and each variable depends only on earlier
variables in the sequence. This assumption is not restrictive,
because programs iterate the chain rule (and thus the total derivatives)
together with the program variables, converging to the correct total
derivatives.
In the AD perspective, the independent variables x and the

quantities of interest f are assumed to be in the vector of variables t.
To make clear the connection to the other derivative computation
methods, we group these variables as follows:

v ! "t1; : : : ; tnx|!!!!!{z!!!!!}
x

; : : : ; tj; : : : ; ti; : : : ; t#n−nf$; : : : ; tn|!!!!!!!!{z!!!!!!!!}
f

%T (25)

Figure 7 shows this definition and the resulting derivation. Note that
the XDSM diagram shows that all variables are above the diagonal,
indicating that there is only forward dependence, because of the

unrolling of all loops. The constraints just enforce that the variables
must be equal to the corresponding function values. Using these
definitions in the unifying chain rule, we obtain a matrix equation, in
which the matrix that contains the unknowns (the total derivatives
thatwewant to compute) is either lower triangular or upper triangular.
The lower triangular system corresponds to the forwardmode and can
be solved using forward substitution, whereas the upper triangular
system corresponds to the reverse mode of AD and can be solved
using back substitution.
These matrix equations can be rewritten as shown at the bottom of

Fig. 7. The equation on the left represents forward-mode AD. In this
case, we choose one tj and keep j fixed. Then, we work our way
forward in the index i ! 1; 2; : : : ; n until we get the desired total
derivative. In the process, we obtain a whole column of the lower
triangular matrix, i.e., the derivatives of all the variables with respect
to the chosen variable.
Using the reverse mode, shown on the bottom right of Fig. 7, we

choose a ti (the quantity we want to differentiate) and work our way
backward in the index j ! n; n − 1; : : : ; 1 all of the way to the
independent variables. This corresponds to obtaining a column of the
upper triangular matrix, i.e., the derivatives of the chosen quantity
with respect to all other variables.
Given these properties, the forward mode is more efficient for

problems in which there are more outputs of interest than inputs,
whereas the opposite is true for the reverse mode.
AlthoughAD ismore accurate than finite differences, it can require

more computational time. This is generally the case when using
forward-mode AD. The computational cost of both methods scales
linearly with the number of inputs. As mentioned in the previous
sections, when finite differences are used to compute the derivatives
of a nonlinear model, the perturbed solution can be warm started
using the previous solution, and so the constant of proportionality can
be less than one. However, the standard forward-mode AD always
has a constant of proportionality approximately equal to one.

E. Numerical Example: Algorithmic Differentiation

We now illustrate the application of AD to the numerical example
introduced in Sec. IV.A. If we use the program listed in Fig. 4, seven
variables are required to relate the input variables to the output
variables through the lines of code in this particular implementation.
These variables are

Fig. 7 Derivation of AD.
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Analytic methods evaluate derivatives 
by linearizing the governing equationsAnalytic methods I
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Derivatives are obtained using the 
algorithmic differentiation adjoint (ADjoint)

Solve the governing equations

form and solve the adjoint equations

and compute the derivatives

Analytic methods I

min
x2Rn

f (x , y(x))

s.t. h(x , y(x)) = 0
g(x , y(x))  0

x : design variables
y : state variables, determined implicitly by solving R(x , y(x)) = 0

Need df/dx (and also dh/dx , dg/dx),
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[Mader et al., AIAA Journal, 2008]
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Our requirements are that the approach should:

‣ Yield derivatives consistent with the flow solution 
and be verifiable (e.g., with complex step). 

‣ Require no modification of original code. 
‣ Require no duplication of original code. 
‣ Result in efficient adjoint derivative computation.  
‣ Have an automatic implementation. 
‣ Incur no penalty to the CFD solution code. 
‣ Low memory usage.



Our ADjoint has evolved over 
four distinct approaches

1. Single cell: AD cell residual routine, loop over cells to 
assemble full Jacobian [2005]. 

2. Forward mode coloring: AD original residual routine 
using coloring for efficiency and store full Jacobian 
[2011]. 

3. Full reverse mode:  AD master ghost routine that 
yields the desired Jacobian-vector products and 
derivatives, matrix free [2014]. 

4. Hybrid reverse mode: AD individual subroutines in 
master ghost routine and assemble Jacobian-vector 
products manually [2015].



Flow adjoint solved with PETSc, using a 
hierarchy of pre-conditioners

GMRES

Outer Richardson

Additive Schwartz

Inner Richardson

ILU



Both the flow and adjoint solution scale well 
with the number of processors
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Small differences in shape 
make a big difference in performance

Best

Good

Bad

5% less drag



Wing aerodynamic shape 
optimization requires a 
high-fidelity model

[Shockwaves on wings] B757 cruising on DTW–LAX flight
© 2012 J.R.R.A. Martins
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Reynolds-averaged Navier–Stokes equations 
are solved in a 3D domain



Combine flow solver, adjoint solver, and 
gradient-based optimizer to enable design

Adjoint solver

Optimizer
(SNOPT)

Geometry 
and mesh

Flow solver

Nonlinear program solved in reduced space

min
x2Rn

f (x , y(x))

s.t. h(x , y(x)) = 0
g(x , y(x))  0

where:
x : design variables
y : state variables

For each x , solve the equations governing physical systems to find y :

R(x , y(x)) = 0

Nonlinear program solved in reduced space
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f (x , y(x))

s.t. h(x , y(x)) = 0
g(x , y(x))  0

where:
x : design variables
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R(x , y(x)) = 0
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Fast mesh deformation handles large design changes



Common Research Model (CRM) wing is a new
aerodynamic shape optimization benchmark

Figure 2. Baseline CRM wing geometry scaled by its mean aerodynamic chord.

8

AIAA 
Aerodynamic Design Optimization  
Discussion Group (ADODG)



Wing aerodynamic shape optimization 
requires hundreds of design variables



Want to minimize drag by varying shape, 
subject to lift and geometric constraints

The control points at the trailing edge are constrained to avoid any movement of the trailing edge. Therefore, the twist
about the trailing edge can be implicitly altered by the optimizer using the remaining degrees of freedom. The leading-
edge control points at the wing root are also constrained to maintain a constant incidence for the root section. There
are 750 thickness constraints imposed in a 25 chordwise and 30 spanwise grid covering the full span and from 1% to
99% local chord. The thickness is set to be greater than 25% of the baseline thickness at each location. Finally, the
internal volume is constrained to be greater than or equal to the baseline volume. The complete optimization problem
is described in Table C.

Function/variable Description Quantity
minimize C

D

Drag coefficient

with respect to ↵ Angle of attack 1
z FFD control point z-coordinates 720

Total design variables 721

subject to C

L

= 0.5 Lift coefficient constraint 1
C

My � �0.17 Moment coefficient constraint 1
t � 0.25tbase Minimum thickness constraints 750
V � Vbase Minimum volume constraint 1
�zTE,upper = ��zTE,lower Fixed trailing edge constraints 15
�zLE,upper,root = ��zLE,lower,root Fixed wing root incidence constraint 1

Total constraints 769

Table 2. Aerodynamic shape optimization problem

D. Surface Sensitivity on the Baseline Geometry
To examine the potential improvements of the baseline geometry, we performed a sensitivity analysis. The sensitivity
of the drag and pitching moment with respect to the airfoil shape is shown in Fig. 4 as a contour plot of the derivatives
of C

D

and C

My with respect to shape variations in the z direction. The regions with the highest gradient of C
D

are
near the shock on the upper surface and near the wing leading edge. This indicates that leading-edge shaping and
shock reduction through local shape changes should be the major drivers in C

D

reduction at the beginning of the
optimization. As for C

My , the shape changes near the root and tip of the wing are the most effective in adjusting
the pitching moment. Since these sensitivity plots are a linearization about the current design point, they provide no
information about the constraints. Nonetheless, these sensitivity plots indicate what drives the design at this design
point.

IV. Single-Point Aerodynamic Shape Optimization
In this section, we present our aerodynamic design optimization results for the CRM wing benchmark problem

(described in Table C) under the nominal flight condition (Mach 0.85, Re = 5 ⇥ 106). We use the L0 grid (28.8M
cells) for the optimization, thanks to a multilevel optimization acceleration technique that significantly reduces the
overall computational cost of the optimization. The details of this technique are presented in Sec. V. Our optimization
procedure reduced the drag from 199.7 counts to 182.8 counts, i.e., an 8.5% reduction. The corresponding Richardson-
extrapolated zero-grid spacing drag decreased from 199.0 counts to 181.9 counts. The optimized geometry and meshes
are available in Supplemental Data S6–S8. A video of the optimization iteration history for this case is available in
Supplemental Data S9.

Figure 5 shows a detailed comparison of the baseline wing and the optimized wing. In this figure, the baseline
wing results are shown in red and the optimized wing results are shown in blue. At the optimum, the lift coefficient
target is met, and the pitching moment is reduced to the lowest allowed value. The lift distribution of the optimized
wing is much closer to the elliptical distribution than that of the baseline, indicating an induced drag that is close to the
theoretical minimum. This is achieved by fine-tuning the twist distribution and airfoil shapes. The baseline wing has

8

[Lyu et al., AIAA Journal, 2014]
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28 million-cell mesh is used for 
optimization

• Wing of the CRM configuration [Vassberg AIAA 
2008-6919]

• Wing optimization problem developed by AIAA 
Aerodynamic Design Optimization DG.

• Hyperbolically-generated meshes are used.

• The meshes have O-grid topology to a farfield 
located at a distance of 25 times span.

• Mesh sizes range from 450k to 230M.

B. Grid Convergence Study
We generate the mesh for the BWB using an in-house hyperbolic mesh generator. The mesh is marched out from the
surface mesh using an O-grid topology to a farfield located at a distance of 25 times the span. The nominal cruise
flow condition is Mach 0.85 with a Reynolds number of 5 million based on mean aerodynamic chord. The grid we
generated for the test case optimization contains 28.8 million cells. The grid size and y

+
max

values at the nominal
operating condition are shown in Table 1.

Grid level Grid size y+

L00 230, 686, 720 0.233
L0 28, 835, 840 0.493
L1 3, 604, 480 0.945
L2 450, 560 2.213

Table 1. Several grid sizes are used in our optimizations: from 450k to 28.8M cells.
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Figure 3. The grid convergence study shows that the difference between the 28.8M and 230M grids is within 1 drag count.

We perform a grid convergence study to determine the resolution accuracy of this grid. All the grids are generated
using an hyperbolic mesh generator with coarse or refined spacing. Figure 3 shows the mesh convergence plot the
grid for the initial geometry, as well as the grid for the optimal wing. We can see that the 28.8M grid has sufficient
accuracy: The difference in the drag coefficients between the 28.8M and 230M grids is within 1 drag count. The
surface symmetry plane for the L0, L1, and L2 grids are shown in Figure 4.
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We use a multilevel approach to 
refine the optimum



A multilevel approach to design optimization

‣ Fuselage and tail are deleted from original CRM.

‣ Root is 

‣ A series of ASO results of the CRM wings for 
Aerodynamic Design Optimization Workshop are 
presented.

‣ RANS optimized results are significantly different 
from Euler results.

‣ Efficient RANS adjoint implementation allows 
reasonable computational time.



Multilevel optimization approach is 
23 times faster

‣ Fuselage and tail are deleted from original CRM.

‣ Root is 

‣ A series of ASO results of the CRM wings for 
Aerodynamic Design Optimization Workshop are 
presented.

‣ RANS optimized results are significantly different 
from Euler results.

‣ Efficient RANS adjoint implementation allows 
reasonable computational time.



Started with a good design and made it 
8.5% better

‣ Fuselage and tail are deleted from original CRM.

‣ Root is 

‣ A series of ASO results of the CRM wings for 
Aerodynamic Design Optimization Workshop are 
presented.

‣ RANS optimized results are significantly different 
from Euler results.

‣ Efficient RANS adjoint implementation allows 
reasonable computational time.

[Lyu et al., AIAA Journal, 2014]

http://mdolab.engin.umich.edu/content/aerodynamic-shape-optimization-investigations-common-research-model-wing-benchmark


Optimization eliminated 
outboard trailing edge separation



Grid convergence verifies the accuracy 

we capture the correct design trends.

mesh level mesh size Baseline CD Optimized CD � CD CL Optimized CM Optimized ↵

h = 0 1 0.01990 0.01819 0.00171
L00 230, 686, 720 0.01992 0.01820 0.00171 0.5000 �0.1694 2.1759°
L0 28, 835, 840 0.01997 0.01825 0.00172 0.5000 �0.1700 2.1660°
L1 3, 604, 480 0.02017 0.01846 0.00171 0.5000 �0.1710 2.1584°
L2 450, 560 0.02111 0.01964 0.00147 0.5000 �0.1731 2.1970°

Table 3. The drag differences between the baseline and optimized meshes are nearly constant for each grid level.
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Figure 6. The mesh convergence study shows that the difference between the drag value computed with the 28.8 M grid and the zero-grid
spacing drag is within 1 count.

V. Multilevel Optimization Acceleration Technique

In this section, we present an acceleration technique that reduced the overall computational cost of the aerodynamic

shape optimization. Aerodynamic shape optimization is a computational intensive endeavor, where the majority of the

computational effort is spent in the flow solutions and gradient evaluations.
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[Lyu et al., AIAA Journal, 2014]

http://mdolab.engin.umich.edu/content/aerodynamic-shape-optimization-investigations-common-research-model-wing-benchmark


Now, let’s start with a bad design!



Now, let’s start with a really bad design!

‣ Fuselage and tail are deleted from original CRM.

‣ Root is 

‣ A series of ASO results of the CRM wings for 
Aerodynamic Design Optimization Workshop are 
presented.

‣ RANS optimized results are significantly different 
from Euler results.

‣ Efficient RANS adjoint implementation allows 
reasonable computational time.



Are there multiple local minima?

‣ Wings with randomly 
generated surface 
used as the starting 
point of the 
optimization

‣ The geometries are 
generated by putting 
random surface 
perturbations on the 
CRM wing

‣ A total of 3 cases

Figure 7.4: The initial geometries are randomly generated from the baseline CRM
wing.

To further visualize this design space, we compute the merit function in the design

space between two optimized designs, as shown in Figure 7.7. The merit function

is a combination of the objective function and the constraints. [114] We are able to

visualize a slice of the design space by plotting the merit function along a line between

two optima. A series of wing shapes are generated by linearly varying all of the design

90



Three random geometries converged to 
similar designs

‣ Fuselage and tail are deleted from original CRM.

‣ Root is 

‣ A series of ASO results of the CRM wings for 
Aerodynamic Design Optimization Workshop are 
presented.

‣ RANS optimized results are significantly different 
from Euler results.

‣ Efficient RANS adjoint implementation allows 
reasonable computational time.
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1D slices connecting optimal point show 
multiple local minima

[Lyu et al., AIAA Journal, 2014]

http://mdolab.engin.umich.edu/content/aerodynamic-shape-optimization-investigations-common-research-model-wing-benchmark


Variation in objective function is 0.05%, 
while the variation in geometry is 1% of MAC

Figure 11. All three optimizations with random starting geometries converged to similar optima.
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Figure 12. The merit function values between optimized de-
signs show the local minima.
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Figure 13. The Euclidean distances between the multiple local
minima are similar and are all under 3.4 in (1.2% of the mean
aerodynamic chord).
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Conclusion:
The design space is very flat,
and yes, numerically there are local 
minima… 
but who cares? 

[Lyu et al., AIAA Journal, 2014]

http://mdolab.engin.umich.edu/content/aerodynamic-shape-optimization-investigations-common-research-model-wing-benchmark


The initial and optimized geometries and grids 
are available with the AIAA Journal paper as supplemental data



Drag decomposition of this result by ONERA 
shows low spurious drag

[Dumont and Méheut, AIAA 2016-1293]

http://mdolab.engin.umich.edu/content/asymmetric-suboptimization-approach-aerostructural-optimization-0


Drag decomposition by ONERA shows the 
optimization trade-offs 

[Dumont and Méheut, AIAA 2016-1293]

http://mdolab.engin.umich.edu/content/asymmetric-suboptimization-approach-aerostructural-optimization-0


Consider 5 flight conditions
for a more robust design

• 5 point cross in Mach-
CL space

• Equally weighted sum 
of the drag 
coefficients
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Resulting wing design compromises
optimally between flight conditions



Drag coefficient is 2 counts higher at 
nominal condition



The ADODG introduced new multipoint benchmark cases 

[Kenway and Martins, AIAA Journal, 2015]

http://mdolab.engin.umich.edu/content/aerodynamic-shape-optimization-investigations-common-research-model-wing-benchmark


The optimum wing for the 9-point case has 
a more reasonable airfoil thickness and leading edge curvature



ML/cD contours show the off-design performance 
of the optimized wings



The contours of 99% max ML/cD for the 9-point case (4.6) 
highlight the off-design performance differences



Computational cost (in CPU-hours)



3D-printed models colored with Cp distributions



‣ Choice of optimization algorithm

‣ Computing derivatives efficiently

‣ Aerodynamic shape optimization

‣ Aerostructural design optimization

‣ Summary 

Multidisciplinary Design Optimization 
of Aircraft Configurations
    Part 2: High-fidelity aerostructural optimization



Wing design demands 
more than just aerodynamics

Shape in flight

Shape on ground 

B787 wing at OSL and en route to JFK • © 2013 J.R.R.A. Martins



[NASA]

Why you should not trust an aerodynamicist 
(even a brilliant one) to make design decisions  



Want to optimize both aerodynamic shape and
structural sizing, with high-fidelity
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MDO for Aircraft Configurations with High-fidelity 
(MACH)

‣ Underlying solvers are parallel and compiled
‣ Coupling done through memory only
‣ Emphasis on clean Python user interface
‣ Solver independent 

[Kennedy and Martins, Finite Elem. Des., 2014]
[Kenway et al., AIAA J., 2014]

http://www.sciencedirect.com/science/article/pii/S0168874X14000730
http://mdolab.engin.umich.edu/content/scalable-parallel-approach-aeroelastic-analysis-and-derivative


pyOptSparse is available as 
open source software https://bitbucket.org/mdolab/pyoptsparse



Coupled solution of aerodynamics and structures, 
and the corresponding coupled adjoint

Solve the coupled governing equations

and compute the gradient
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form and solve the adjoint equations



Adjoint method efficiently computes gradients 
with respect to thousands of variables

number of blocks, this behavior would not be observed. The total-
derivative time includes the calculation of all partial-derivative terms
in the total-derivative equation.
It is instructive to examine how the convergence characteristics of

the nonlinear aerostructural solution and linear adjoint solutions
change as the size of the computation increases by nearly two orders
of magnitude. Figure 7 shows the nonlinear convergence, and Fig. 8
shows the adjoint convergence.
For both the level-1 and level-2 meshes, convergence to 10−6 is

achieved in approximately the same number of iterations (16 and 19,
respectively), whereas engineering accuracy (10−3) for the lift-to-
drag ratio is achieved in approximately 10 iterations. However, the
level-3 solution requires 36 iterations, and engineering accuracy is
not achieved until iteration 20.
Moving from mesh level 2 to 3, the number of NLBGS iterations

doubles, but thewall time increases by a factor of 4.3. Because a fixed
aerodynamic forcing tolerance is used, each iteration is also more
costly on the larger mesh. The performance for the coupled adjoint
solution is similar. In this case, the cost of each iteration is similar
for all three mesh levels, such that the number of iterations required
for convergence in Fig. 8 is representative of the overall solution
time. All of the adjoint solutions use the same aerodynamic
preconditioning settings, ILU(1) and additive Schwartz(1), resulting
in nearly constant memory usage across the mesh levels. For mesh
level 3, faster convergence times can be achieved by using stronger
preconditioning, which reduces the condition number of the
preconditioned system.

E. Design Variable Scalability

The main advantage of using the coupled adjoint method to
compute the gradients of the functions of interest is that the
computational cost is theoretically independent of the number of
design variables. However, as described in Sec. III.B, careful
implementation of the partial-derivative terms ∂I∕∂x, ∂A∕∂x, and
∂S∕∂x in the total-derivative equation (15) is required to ensure that
the computational cost is practically independent of the number of
design variables.
We now consider the time required to compute the gradient of CL

with respect to thousands of design variables. The design variables
are distributed according to Table 8 and contain both global
geometric variables and local variables.
We compare the computational time required to compute the

gradient for the coupled adjoint method and for first-order finite
differences. The level-2 discretization is used, and the computational
time is normalized by the time required for a single aerostructural
solution. The results are shown in Fig. 9.
We expect the cost of finite differencing to be linearly dependent

on the number of design variables. However, the slope is not equal
to one but is significantly lower, because the solution for each

design-variable perturbation uses the previous solution as a starting
point, and it is closer to the converged state than a uniform-flow field
solution. For each additional design variable, finite differencing
requires a time equivalent to 23% of an aerostructural solution,
resulting in a slope of 0.23.
The coupled adjoint method exhibits an extremely small slope.

The main contributor to this slope is the design-variable-dependent
load transfer, which requires a synchronous data transfer for each
geometric design variable. Nevertheless, each additional design
variable requires only 0.005% of the aerostructural solution time.
It is worth comparing the current results with the previous work of

Martins et al. [27]. In that work, the coupled adjoint cost was found to
scalewith the number of design variables according to 3.4! 0.01Nx.
Because the constant term in the equation includes the aerostructural
solution, the coupled adjoint solution had a baseline cost of 2.4. The
present method scales according to 1.67! 5 × 10−5Nx, as indicated
in Fig. 9. This corresponds to a baseline cost for the coupled adjoint of
0.67, i.e., a 72% reduction relative to the previous implementation.
This is primarily due to the elimination of the finite differencing that
was used to compute the off-diagonal coupled adjoint terms. This
improvement is even more significant in absolute terms because the
aerostructural solution of the new implementation is also much more
efficient. Additionally, the slope in the dependency on the number of
design variables has been reduced by over two orders of magnitude.
This is achieved by eliminating the use of finite difference derivatives
in the total-derivative equation (15).
We have shown that the new implementation of the coupled

adjoint method exhibits extremely good design-variable scaling.
The coupled computational cost can be considered practically
independent of the number of design variables, and it is now feasible
to compute coupled gradients with respect to thousands of design
variables.

V. Conclusions
Strategies for the analysis and derivative computation of high-

fidelity aerostructural systems have been presented. Two methods
were implemented for solving the nonlinear aerostructural systems:
a block Gauss–Seidel method with Aitken acceleration and a fully
CNK approach. Both methods performed well on the present
problem of interest, with the latter method typically requiring 10%
less computational time than the former. With the proposed CNK
approach, a typical aerostructural solution with 2 × 106 CFD cells

Table 8 Design variables

Description Quantity
Global variables

Span 1
Sweep 1
Chord 3
Twist 5
Shape 4818

Aerodynamic variables
Angle of attack 1
Tail rotation 1

Structural variables
Upper skin 54
Lower skin 54
Upper stringers 54
Lower stringers 54
Ribs 18
Rib stiffeners 18
Spars 36
Total 5120
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Fig. 9 Gradient evaluation cost for first-order finite differencing and
the coupled adjoint method vs number of design variables; one unit of
normalized time corresponds to one aerostructural solution.
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A smooth function and accurate gradients 
keep the optimizer happy

solution, which is only O(10

�7

)C

D

. The reasons for such a low noise is the level of convergence
are that we are able to achieve in the aerostructural solution, and the fact that the mesh movement
is relatively smooth. Figure 5b also shows vectors representing the derivative computed with the
coupled adjoint method. In spite of the noise in the drag coefficient, the derivative still indicate the
correct trend of the noisy function.
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(a) Gradient of CD with respect to shearing sweep for a
range of sweep values

(b) Noise level in CD solution. Vectors show the cou-
pled adjoint computed derivative.

(c) Visualization of the change in sweep

Figure 5: Verification of smoothness of coupled adjoint derivatives

To employ gradient-based optimization effectively, we require smooth functions with contin-
uous first derivatives. We have taken great care to ensure that all computational components of
the aerostructural analysis, including the geometry manipulation, the mesh deformation, and the
two discipline solvers, have smooth responses; we pass full-precision data between components
and strive for the best possible numerical precision. It is clear from Fig. 5a that the derivatives are
not only smooth but also continuous. The smooth design space and the accurate coupled adjoint
derivatives demonstrate that the current framework is well suited for large-scale gradient-based
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derivatives demonstrate that the current framework is well suited for large-scale gradient-based
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NASA-Michigan undeformed Common Research Model (uCRM) 

Let’s do aerostructural optimization!



Optimize 973 “aerodynamic” and 
structural sizing design variables



Objective and design variables



Constraints
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Considering multiple flight conditions is required 
for a practical design

‣ 7 cruise conditions for 
performance

‣ 2 off design conditions

‣ 3 maneuver condition for 
structural constraints

‣ Aircraft trimmed at all 
conditions



There is no efficient way of 
evaluating a large square Jacobian…

From forward chain rule Solution From reverse chain rule
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adjoint vector

From forward chain rule Solution From reverse chain rule
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…so we aggregate the constraints to avoid large 
square Jacobians

KS function

KS(x , y(x)) =
1
⇢

ln

"
mX

i=1

e

⇢g

i

(x,y(x))

#

[Poon and Martins, Struct. Multidiscip. O., 2005]



The fuel volume is not allowed to decrease
Optimization Constraints
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We developed a new buffet onset constraint 
formulation based on a separation sensor



Fuel burn contours show the need for multipoint 
optimization and buffet constraints
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Figure 7: The Pareto fronts of fuel burn and takeoff gross weight shows the advantage of the conventional com-
posite and CNT composite materials, as well as the advantage of aerostructural design optimization over sequential
optimization.
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Figure 8: The fuel burn and MTOW as a function of the span for the metallic, conventional composite and CNT-based
composite wings.

Figure 7. A preliminary analysis of the results suggests that further fuel burn reductions could be achieved by allowing
the designs with larger wing areas to fly at higher altitudes wither more optimal L/D values. This altitude variation
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American Institute of Aeronautics and Astronautics

[Kennedy et al., AIAA 2014–0596 ]

This framework enables designers to perform 
optimal objective and technology tradeoffs



Currently using these tools to refine 
the  next generation of aircraft

Flexible high-aspect ratio wings

Blended-wing body

Truss-braced wing
[Ivaldi, et al., AIAA 2015-3436]

[Kenway and Martins, AIAA 2015-2790]

[Lyu and Martins, Journal of Aircraft, 2014 ]

Tow-steered composite
[Brooks et al., 2015]



‣ Choice of optimization algorithm

‣ Computing derivatives efficiently

‣ Aerodynamic shape optimization

‣ Aerostructural design optimization

‣ Summary

Multidisciplinary Design Optimization 
of Aircraft Configurations
    Part 2: High-fidelity aerostructural optimization



Summary
‣ Efficient and accurate gradient computation via 

adjoints methods
‣ Robust aerodynamic shape optimization
‣ Extended adjoint method to multiple disciplines
‣ Aerostructural design optimization with respect to 

1000 design variables
‣ Still a lot of work to do!



Go forth and optimize!

Gaetan Kenway

Graeme Kennedy

Peter Lyu

http://mdolab.engin.umich.edu/publications

Thank you!

John Hwang

http://mdolab.engin.umich.edu/publications
http://mdolab.engin.umich.edu/publications
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